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Abstract

Digital Twins (DTs) have become pivotal in Industry 4.0, providing a dynamic, real-time virtual representation of physical systems that enables
advanced monitoring, predictive analysis, and operational optimization. Despite their widespread application in fields like manufacturing and
robotics, integrating DTs with virtual reality (VR) for enhanced user interaction and multi-dimensional visualization remains challenging. This
paper presents a flexible framework that bridges this gap by deploying a DT within a VR environment, specifically designed to enable real-time
interaction and visualization of industrial processes. Focusing on the operation of a robotic arm manipulating a metal sheet passed through an
English wheel (a specialized tool for sheet metal shaping), our framework demonstrates an efficient and scalable backend architecture that supports
seamless multi-user interaction connected to a multi-user VR application. The system enables real-time data synchronization between the physical
and virtual environments, enhancing the fidelity of the DT model for both visualization and control purposes. Through streamlined robust data
flow management, automated processing and continuous integration and deployment, this framework contributes a versatile solution and novel
methods for VR-based DTs, reinforcing their potential to drive predictive maintenance, operator training, and decision-making in Industry 4.0
applications.
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nologies. Unlike traditional simulations, DTs can adapt dynam-
ically to real-time data, providing continuous feedback and al-
lowing for simulation-based adjustments to real-world opera-
tions [7, 8, 9].

In this paper, we embody DT as interactive, real-time virtual
models that reflect the current state of physical assets through
live data integration. This capability is particularly valuable in
manufacturing, where DTs help anticipate failures, streamline
operations, and improve decision making by enabling scenario
testing in a virtual environment [10] [11]. The integration of
DTs with virtual reality (VR) adds an immersive dimension to
industrial monitoring and interaction. In VR settings, DTs en-
able users to interact with complex systems in a highly visual
and interactive format, improving understanding and facilitat-
ing hands-on training without affecting actual equipment. This
immersive capacity has proven beneficial in operational safety
and training, as well as in making complex systems more acces-
sible for education [12] [13]. However, existing frameworks for
VR-enabled DTs often lack seamless multi-user functionality
and automated data processing features in manufacturing.

To address these gaps, this paper introduces multiple novel
methods for developing a VR-based DT framework designed
for real-time visualization and multi-user interaction in a vir-
tual environment. This paper focuses on a robotic arm manipu-
lating an English wheel—a traditional tool for sheet metal de-
formation. This framework incorporates a robust backend ar-
chitecture to support efficient data flow and enhance interaction
fidelity. By advancing the integration of DTs within VR, this
work contributes to a practical, scalable solution that strength-
ens predictive maintenance, operational training, and decision-
making capabilities within Industry 4.0 applications. The main
contributions of this work are as follows:

A Real-Time VR-Enabled DT Framework for Manufacturing:
We propose a flexible DT framework that enables real-time synchro-
nization between physical manufacturing processes and their digital
representations in a VR environment. The system allows manufac-
turers to monitor process variables, material deformation, and system
performance in a virtual space, improving real-time decision-making.
Multi-User Collaboration for Data-Driven Manufacturing: The
framework supports multiple users interacting simultaneously within
the DT. A secure backend architecture, developed in GoLaNG, en-
sures efficient data handling, automated processing of manufacturing
data, and secure user authentication using Two-Factor Authentication
(TOTP).

Scalable and Extensible System for Industry 4.0 Applications:
The proposed system is designed to integrate seamlessly with vari-
ous manufacturing processes, allowing expansion beyond sheet metal
deformation to other industrial applications.

Intuitive visualization techniques: This framework adds a unique
way of displaying time-series information, using sheet metal forming
as an example.

The remainder of this paper is organized as follows. Section
2 discusses the background and literature review of the state-
of-the-art VR DT technologies. Section 3 details the methodol-
ogy and development of the proposed DT framework, outlining
the problem we seek to address and its intended applications.
Section 4 delves into the detailed methodology for the backend
system and network communication. Section 5 discusses the

process of building the VR application in Unity3D, with multi-
user functionality. Section 6 details the challenges and solutions
to implement the plan. Section 7 analyzes performance, results,
and benchmarks. Section 8 concludes the paper by addressing
current limitations, and future work.

2. Background and Literature Review

Since their initial definition, DTs have demonstrated substantial
benefits in real-time monitoring and predictive maintenance,
aiding in quality control and operational optimization. Integrat-
ing DTs with VR is a burgeoning area that promises enhanced
interactivity, visualization, and training capabilities.

Recent research has shown the potential of integrating DTs
and robotic systems to advance metal-forming techniques and
improve manufacturing accuracy and efficiency. Suarez et al.
[14] explored an integrated English wheeling system that com-
bined robotic control, force monitoring, metrology, and compu-
tational modeling to achieve high flexibility and repeatability
in sheet metal forming. Their work demonstrates the benefits
of real-time tracking and control in metal forming, highlighting
the adaptability and precision achievable with robotic support
for traditional metalworking tools. Similarly, Benton et al. [15]
focused on VR and DT applications to enable more compelling,
collaborative training environments for operators in industrial
settings. Their approach addressed the challenges of interop-
erability and visualization in virtual environments, aiming to
replicate complex manufacturing processes and enhance opera-
tor interaction with digital twin models.

Our work extends these efforts by adding multi-user VR
functionality, automated data processing, user authentication,
and advanced animation features. The inclusion of these fea-
tures aims to enhance both the collaborative and interactive as-
pects of DTs in a VR environment, creating a scalable backend
that can be extended for further usage. By developing a frame-
work that combines these elements, our project builds upon the
foundations laid by previous studies and addresses the chal-
lenges of real-time, secure, and immersive interactions with
DTs in industrial applications.

Several tools and platforms have been developed to support
the visualization and interactivity of DTs, including software
such as Unity3D [16], Unreal Engine [17] [18], and Gazebo
[19]. These tools allow developers to create detailed and cus-
tomized virtual models that integrate data and behavioral logic
through scripts. This project adds to the literature by using
Unity3D, alongside a server system that is able to process data
for the VR application.

[19] compares features and developments for Unity3d and
Gazebo, and identifies multiple gaps in DT visualization soft-
ware. One of which is the relative complexity of integrating
unsupported technologies (such as ROS into Unity3d) and un-
supported file formats (such as URDF in Gazebo) into DT sys-
tems. This paper seeks to provide a solution to these problems
by having a flexible backend server handle the transfer of infor-
mation and automatically process information into compatible
file formats. The backend described in this paper focuses on
integrating into a Unity3d environment, however, it is funda-
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mentally software-agnostic, and is able to be modified to work
into other technologies such as Gazebo or Unreal Engine.

[16] provides a detailed use case of a VR DT for manufactur-
ing. This paper recognizes the importance of this contribution,
and Table 1 offers a detailed, itemized overview of the com-
ments and issues identified in the paper, along with an explana-

tion of the approaches used to address each point.
Table 1: Concerns and Solutions

Concerns and comments

The solutions this paper provides

Interdisciplinary — stakehold-
ers and developers for DTs
will need to be intimately fa-
miliar with the technologies
and how they interact with the
entire system.

This paper includes a CI/CD
pipeline that accounts for remote
collaboration and uses HTTP re-
quests to add information to the
VR application. This means that
individuals have a simplified way
of contributing to the development
of the DT with minimal coding
experience, allowing for further
flexibility in DT development.

Computational resources —
initial system uses cloud ser-
vices and a single laptop.
Scaling up would require fur-
ther resources for storage and
for computationally expen-
sive features.

This paper decouples the VR ap-
plication from the data process-
ing backend, allowing for scalability
and customization. The VR applica-
tions can focus solely on rendering,
and the other components can focus
on other tasks.

Multi-User Environments —
most DTs are oriented to-
ward single users, and en-
abling multiple users in a
virtual space allows for re-
mote collaboration and trou-
bleshooting.

This paper builds upon previous
work and integrates a multi-user en-
vironment within Unity3D.

Cybersecurity risks — cyber-
security is a large concern.
DTs include sensitive infor-
mation and control over phys-
ical assets.

This paper solves this issue through
the creation of user accounts (user-
name and password) protected by
TOTP-based two-factor authentica-
tion. By default, the VR application
prevents connection and visualiza-
tion if there are no authorized users
logged in, and logins time out re-
quiring re-authorization.

Networking risks — latency
and interruptions can give in-
accurate pictures of the phys-
ical system, leading to ineffi-
cient decision-making.

This paper includes a section on
benchmarking and a discussion per-
taining to performance.

Applications beyond the min-
ing industry

This paper implements many novel
features from [16] and integrates
them into an industrial manufactur-
ing use case, demonstrating the scal-
ability, importance, and feasibility
of VR DTs.

Manual methods to update and integrate 3D models and data
are often time-consuming and require high attention to detail
[20]. This paper implements multiple automated methods to in-
tegrate 3D models into DT screens through the usage of a ro-
bust networking backend. The automated pipeline allows mul-
tiple users to send data without worrying about pre-processing
or size constraints. This paper expands upon this previous work
by not just integrating 3D models, but also time series data (par-
ticularly in the form of xyz points), and animating it in an easily
understood manner.

By enhancing the interactivity and scalability of Digital
Twins in Virtual Reality, this research seeks to contribute to the
growing body of knowledge on DT with a practical and extensi-
ble architecture that can be utilized in Industry 4.0 applications.

3. Technical Methodology
3.1. Framework Overview

The DT framework developed in this project is designed to en-
able real-time, immersive interaction with a virtual model of
an English wheel and robotic arm within a VR environment.
This framework supports multi-user interaction and provides a
responsive visualization of sheet metal deformation, accurately
mirroring the real-world operations of the robotic arm and En-
glish wheel. The core components include a backend server de-
veloped in GoLANG (Also known as Go), and a VR visualization
built using Unity3D, Together, these elements form an extensi-
ble DT framework optimized for real-time performance, multi-
user interaction, and high visual fidelity. The DT framework
also includes a read-only web interface that is used for authen-
tication and data downloading. This can be seen in Figure 1,
which represents a simplified framework of the DT. Notably, the
backend serves as an intermediary for the other systems present
in the DT, such as the VR application and web front end. These
components communicate indirectly (the backend handles data
transfer) using HTTP requests.

In contrast to monolithic DT architectures, this framework’s
novel implementation of responsibility separation offers nu-
merous advantages, including improved computational effi-
ciency via specialized tasks, enhanced modularity and cus-
tomization, increased accessibility for non-technical stakehold-
ers (e.g., through simple code snippets or web interfaces), and
robust security measures (e.g., two-factor authentication) facil-
itated by a dedicated back end.

Backend Server

Physical System

VR Application

Web
Frontend

Figure 1: DT system components.

3.2. Goals and Design Principles

The development of this VR-based DT framework was guided
by several key goals. (1) Real-time data synchronization is fun-
damental to the framework, aiming to minimize latency and
maintain the connection between the physical robotic arm and
its virtual counterpart. This is crucial in VR to preserve user en-
gagement and prevent cybersickness, i.e. a condition in which
users of VR devices feel nauseous after and during usage [21].
(2) The system is designed to allow multiple users to interact
simultaneously within the VR environment. Having multiple
users in a single DT environment has been previously identified
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as an important addition to the DT space [16]. (3) Data pro-
cessing must be automated. This is done in two methods: using
POST requests - an HTTP request method that is commonly
used for sending data to a server - alongside parameters, and by
having the backend server able to recognize file extensions, and
process data accordingly.

Several key design principles were followed in this work.
The first being security. Two factor authentication is imple-
mented through the usage of time-based one-time passwords
(TOTP), and HTTP session management is used to protect
sensitive data. The second being high-fidelity visualization in
the virtual environment. High-fidelity visualization in VR is
achieved through detailed CAD modeling, real-time data dis-
play, and by customizing graphics in Unity3D. This is essential
for accurately replicating the processes of the English wheel,
metal sheet, and robotic arm. Lastly, the scalability is achieved
with the backend’s modular architecture and GoLang’s efficient
data handling facilitating the potential expansion of the sys-
tem to incorporate additional machines or processes. By us-
ing switch statements and automated data detection functions,
developers are able to add new processing functions and cus-
tomize current ones for each use case.

3.3. Overview of Server System

The server backend, built with Gorang [22], is designed to
handle the data processing, synchronization, and storage re-
quirements of a real-time VR-based DT framework. GoLaNG
was selected for its performance in managing real-time data
streams and supporting the rapid data exchange necessary for
networking applications. The backend is responsible for pars-
ing incoming data, typically in .csv or .txt formats, extracting
X, y, and z coordinates, and processing them for compatibil-
ity with the VR environment. Once parsed, the data is stored
locally in UTF-8 .csv files with timestamped filenames, facili-
tating tracking and historical analysis. For 3D model data, the
backend utilizes an auxiliary Python function with the OpeEn3D
API to convert .stl or .gltf files into .obj format, enabling real-
time display and manipulation within Unity3D. The system also
incorporates a Continuous Integration and Continuous Delivery
(CI/CD) pipeline using GitHub Actions to automate testing and
deployment, ensuring the backend remains stable and performs
reliably across updates.

Real-time synchronization between the physical robotic arm
and its virtual representation in VR is achieved through a
TCP/IP connection. This setup ensures that the VR model up-
dates in real time, accurately reflecting the movements of the
physical system. The network layer is configured to maintain
this real-time data flow, with Unity3D scripts updating the UR3
robotic model based on incoming data, allowing the VR envi-
ronment to mirror the physical movements seamlessly. To op-
timize network latency, the system prioritizes efficient packet
transmission and processing. For instance, we can employ tech-
niques such as optimization before sending data to Unity to en-
sure responsive and low-latency data transfer. Data consistency
is ensured through error-checking routines that manage smooth
updates to the VR environment. Fallback protocols are in place
to handle any data inconsistencies or network disruptions.

3.4. VR Integration and Visualization in Unity3D

Unity3D was selected for its flexibility, widespread adoption,
and extensive customization capabilities. The VR environment
is constructed to accurately represent the English wheel and
robotic arm, visualizing the metal deformation process with
high fidelity. CAD models, created in RuNo3D, are imported
into Unity3D to form the basis of the virtual environment, al-
lowing for precise scaling and high-detail visualization. Real-
time animation and data interpolation techniques are employed
to visualize the deformation of sheet metal smoothly. A linear
interpolation algorithm calculates the transitions between time
steps, ensuring continuous and realistic animations within the
VR space. Performance optimizations, such as mesh reduction
and real-time adjustments, are implemented to maintain high
performance and visual quality, even under heavy data loads.
The VR application was tested on desktop, on an Oculus Rift
system, and on a HTC Vive system.

Game engines have become essential tools in DT develop-
ment due to their advanced capabilities in real-time 3D render-
ing, interactivity, and simulation. Originally designed for creat-
ing gaming experiences, engines like Unity3D and Unreal En-
gine are now widely adopted in industrial and research settings
for DT applications. These engines excel at rendering high-
fidelity 3D environments, making them ideal for visualizing
complex physical systems within DTs. Game engines also pro-
vide built-in physics simulation, lighting, and animation frame-
works, which allow developers to replicate real-world behav-
iors and interactions with impressive accuracy. Furthermore,
their support for multi-platform deployment enables DTs to be
accessed across devices, from VR headsets to mobile appli-
cations, enhancing accessibility and collaboration. The adapt-
ability of game engines, along with their robust development
ecosystems, make them powerful tools for creating interactive
scalable DT applications. Because the backend server works
with HTTP requests, which are present in many visualization
software suites and game engines, connectivity to the backend
is software-agnostic.

4. Backend System, Network Protocol, and Data Flow
Management

The backend system of this DT framework is designed to
support real-time data processing, synchronization, and secure
communication between the physical and virtual environments.
Built-in Gorang, the backend is designed to handle the in-
tensive data flow and computational demands required for the
VR-based DT. The VR application integrates into the backend
through continuous HTTP requests. GoLaNG was chosen over
Python due to performance concerns, particularly in read/write
and data processing operations. Despite Python being a high-
quality programming language that’s often used for data sci-
ence, potential speed concerns exist due to the global interpreter
lock, which may cause issues in the user experience.

To accommodate a range of data types, the backend has
the capacity to autonomously convert information it has been
sent into consistent formats. When incoming text files, such as
.csv or .txt coordinates relevant to the VR environment are de-
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tected, the backend is able to convert them into consistent UTF-
8 .csv files with no extra information. It does this by looking
for columns that correspond to an “(x,y,z)” format and then
strips away all other metadata. The parsed files are then stored
in .csv format with timestamps, facilitating tracking, histori-
cal analysis, and compatibility with Unity3D’s rendering needs.
For more complex 3D model data, such as .stl or .gltf files, the
backend leverages an auxiliary Python script using the Open3D
library [23] to convert these files into .obj format. This con-
version process enables Unity3D to efficiently display and ma-
nipulate 3D models in real-time, mirroring the physical robotic
arm and other components in the virtual environment. Figure 2
describes this process in further detail.

Geometric
Information

Text:
Convertto simplified .csv

Server Upload Handler

Data Detector

3D model:
Simplify to .obj file

Save to Server

VR Application

Figure 2: Data processing from raw sheet geometric information to the VR
application.

The backend relies on TCP/IP protocols to facilitate con-
tinuous, low-latency communication between the physical sys-
tem and VR application. Custom scripts in Unity3D handle the
reception and application of this data, dynamically updating
the VR environment to mirror changes in the physical system.
These scripts ensure that each movement of the robotic arm and
each deformation of the sheet through the English wheel is dis-
played instantaneously, enabling accurate interaction for users
and parity with the physical system.

The backend system also includes error handling and data
validation routines that continuously monitor data consistency
and integrity. For example, if a file fails to fully be uploaded,
or if an upload is taking too long, the DT system is able to
drop the connection and return to a stable state. These routines
detect discrepancies or interruptions in data transmission, ini-
tiating fallback protocols if needed. An example of a fallback
protocol would be when a user uploads invalid data, such as a
.csv file that has non-utf-8 characters, the server is able to abort
reading further.

Redundancy mechanisms are also integrated into the system
to further safeguard against data loss, with automatic retrans-
mission requests for packets that fail to arrive on time, ensuring
that critical updates are processed accurately and consistently.

For security, the backend implemented the usage the
Pqouerna Go TOTP vriBrARY in order to make sure that data
could not be taken off the server when no authorized users were
present. The backend has a token that tracks if a user is authen-
ticated and logged into the DT. If the token is off, then the DT

cannot be read from or written to. The token resets every 10
minutes, requiring a user to constantly log in using TOTP. In
effect, this mandates the presence of an authorized user.

To activate the TOTP token and unlock the DT, the user
needs to go to the login page and submit a correct login. Af-
ter the login is correct, the user will then be prompted to scan
a QR code. Afterward, they will press a button and be brought
to a page where they validate their TOTP code. If it is correct,
they will be brought to the main dashboard. Figure 3 shows a
flowchart describing how users are able to unlock the system
using TOTP.

To streamline deployment and maintain backend stability,
the system incorporates a (CI/CD) pipeline using GitHub Ac-
tions. This pipeline automates testing, building, and deploy-
ment processes, providing consistent environments and min-
imizing potential discrepancies during execution. The CI/CD
pipeline also supports rapid development cycles, ensuring that
the backend remains reliable and capable of meeting real-time
demands, even as updates or modifications are introduced. The
CI/CD pipeline is implemented by including a .yaml file in the
GitHub repository. This file allows a consistent set of com-
mands to be run and automatically deployed in an environment.

The pipeline of CI/CD is broken into two steps. The CI step
involves automated code testing in which developer-submitted
code is tested for validity. This test involves making sure the
code compiles and doesn’t use any dependencies that have secu-
rity vulnerabilities. If the code is valid, then the CD step begins.
Firstly, the program is containerized into a consistent environ-
ment. Containerization is the process of creating a lightweight
package for the program to run in. After containerization, the
CD step can result in three different outcomes. Firstly, the con-
tainer could be sent to a Google cloud server for hosting. Sec-
ondly, the container could be executed locally, with a set host
machine automatically running the code. Finally, it is possible
for both options to be chosen at once, with two separate hosting
instances. This flexibility is an intended part of the DT system,
allowing users to choose their own trade-offs. Figure 4 displays
this CI/CD pipeline.

A frontend website is also included, allowing users to upload
and download data from the server. The buttons on the website
allow users to upload data to the backend, allowing for direct
data processing. This only appears if an authenticated user is
logged in. If no authenticated user is present, an error message
will be displayed.

For data that corresponds to the geometry of the metal sheet,
the server has a downsampling parameter that is able to either
save only a certain amount of rows, save only a certain percent-
age of rows, or remove rows randomly until a desired filesize
is reached. This is done by the user using a POST request with
a parameter of size, as well as the type of downsampling that
they would like. The server is able to read the POST URL and
query the necessary parameters. By default, no downsampling
is performed. If processing type 1 is applied alongside a deci-
mal fraction (a number like .1 or .03) that represents a percent-
age, then the server will process the data down to the specified
percent threshold. It does this by reading in the amount of rows,
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Figure 3: A user experience flowchart for using TOTP.

Continuous
Integration

Cancel CI/CD

Code Upload

Containerize

Continuous
Deployment

Figure 4: CI/CD pipeline.

then sampling until there is only a percent left (rounded down).
Processing type 2 requires a user to put a size threshold, after
which the backend will take the file and randomly remove rows
until the size threshold is met. Figure 5 shows the process se-
lection mechanism.

Percent Threshold
Processing

Size Threshold
Processing

Save with
Timestamp

Parameter

Post Request TEo

No Processing

Figure 5: Selection mechanism for automated data processing using POST re-
quest and URL parameters.

In summary, the combined backend system, network proto-
col, and data flow management processes create a robust infras-
tructure that supports real-time synchronization, data integrity,
and low-latency interactions in the VR-based DT framework.
By leveraging GoLang’s data processing capabilities, TCP/IP
networking, and HTTP protocols, the system provides a respon-
sive and stable environment for users, enabling immersive inter-
actions with the virtual representation of industrial processes.

5. VR Application Development in Unity3D with Multi-
User Functionality

To integrate VR into this project, the application uses the XR
interaction toolkit provided by Unity3D without any additional
packages. This was done to simplify code, allow for custom
modification without breaking interconnected scripts and for
ease of use. The VR application also supports desktop mode
- if no VR device is detected, users will automatically be put in
the desktop version.

To create an accurate virtual environment, CAD models
of the English wheel and robotic arm are first imported into
Unity3D. These models, developed in Rumo3D, are scaled
and adjusted to match the dimensions and specifications of
the physical systems, ensuring that the virtual representation
aligns closely with real-world measurements. High-precision
CAD modeling allows for realistic and detailed visualization,
which is crucial for the immersive experience. The models are
further optimized within Unity3D to maintain efficient render-
ing speeds, particularly important in VR where real-time perfor-
mance directly impacts user engagement and immersion. Tech-
niques such as mesh optimization, where unnecessary polygons
are reduced, ensure the VR environment runs smoothly even
with detailed models and high data loads. Figure 6 shows an
example diagram that was used to create the English Wheel
system, alongside its virtual representation. A corresponds to
a front view of the English wheel system, B corresponds to a
side view, C corresponds to a side view in Rumo3D and D cor-
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responds to a side view in Unity3D. Figure 7 displays a desktop
(non-VR) representation of the English wheel model, robotic
arm, and metal sheet made in Unity3D. Shadows are enabled,
and the lighting is improved.

L I

Diameter
, ¥ /19.75 mm

¥ k‘tDlameter

C D

Figure 6: Physical and virtual representation of the English wheel. A) front
view of the physical system, B) Side view of the physical system, C) Digital
model of the English wheel created in Ruinvo3D, D) DT of the English wheel
with colorization imported from Rhino3D to Unity3D.

Figure 7: Visualization of the English wheel VR system, a Universal Robot 3
(UR3) robot arm, gripper and a metal sheet.

The metal sheet visualization in Unity3D is achieved by
reading X, y, and z coordinates from a .csv file and rendering
them as 3D objects in the scene. This process begins by pars-
ing the .csv file with a reader function that extracts the coor-
dinate values from each row. The parser looks for a specific

pattern where each row contains three values, separated by new
lines, which ensures data consistency and validity as it’s loaded
into Unity3D. For each row, a cube object is instantiated in the
scene, and its position is assigned based on the corresponding
X, ¥y, and z coordinates from the file. This process repeats for
each row until all data from the file has been rendered in the
scene. The finalized metal sheet has its end placed directly at
the robotic arm. The metal sheet in the virtual environment has
the same proportions as the physical metal sheet (alternatively,
can take data, including dimensions, from metal-forming finite
element simulations). For reading in live data from the server,
the VR application reads in once every X seconds, where X is a
number that is able to be changed during runtime. This is so that
the VR application could move with less latency when working
with smaller types of data, but still allow advanced processing
when working with larger types of data. The VR application
also supports reading in cached time-series data.

The VR representation of the metal sheet in the DT is derived
directly from its physical counterpart, which employs scanning
devices to measure thousands of points on the metal sheet. A
Python script consolidates this data into a CSV file and uploads
it to the backend. Each measurement includes x, y, and z coor-
dinates, where the z-value represents the depth of deformation
at a particular point. Further details on the physical system are
provided in [14].

Real-time data animation and interpolation methods are
used to enhance the fluidity of movements and transformations
within the VR environment. Unity3D scripts dynamically ad-
just the position, orientation, and state of the virtual robotic arm
based on incoming data from the physical system, allowing the
virtual model to mirror the exact movements of its real-world
counterpart.

To ensure smooth visual transitions of the metal sheet be-
tween different time steps, a linear interpolation algorithm is ap-
plied, calculating incremental position and orientation changes
between time steps. Every single individual point in the metal
sheet has a corresponding point in future timesteps, and anima-
tion is done by moving the points along a line to their future po-
sition. This interpolation process eliminates abrupt transitions
and provides a more seamless, continuous animation, preserv-
ing immersion for users and enabling precise observation of
the metal deformation process. To clarify where the stresses on
the sheet are greatest, a colorization function is used to display
the most significant changes between timesteps. Figure 8 shows
this process. Screenshots were taken over the course of 15 sec-
onds as the metal sheet was animated. For these screenshots,
the robotic arm and English wheel model were removed from
the scene. This animation has been uploaded as a supplement

to this manuscript. ) ) .
Other types of interpolation methods exist, such as quadratic

interpolation or cubic interpolation. Linear interpolation was
chosen over cubic or quadratic interpolation for its simplicity
and efficiency in the VR application. A core design principle
is to allow for constant and consistent model updates for the
robotic arm and metal sheet updates. As a result, an advanced
interpolation algorithm with higher-quality fitting is deemed to
be unnecessary for this specific use case. Other DT systems
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off T=0
T=7 T=15

Figure 8: Sheet deformations at different time periods. A) Normal sheet and
animation is off, B) Animation is started at T=0, C) Deformation at T=7, D)
Deformation at T=15.

have been proven to use more advanced and accurate interpo-
lation methods, such as inverse distance weighted interpolation
[24]. [25] describes a system that uses Lagrange interpolation
algorithms alongside higher-order full-discretization methods
in a predictive system. Future work that involves predicting
future forms of the sheet rather than strictly analyzing current
ones could involve one of the previous algorithms.

There are two methods to connect the movement of the vir-
tual robotic arm to the movement of the physical system. Move-
ment of the robotic arm in the Unity3D scene was handled
through integrating the Unity3D Robotics UR project [26] into
the Unity3D environment. This integration allows a direct link
from a Universal Robot TCP/IP connection into the DT. This
project uses this integration by having a physical arm move, and
then a virtual arm move alongside it in real time. The robotic
arm modeled in the Virtual environment is a UR3 robot, how-
ever the physical robotic arm it is connected to is a UR10 robot.
The robot models are interchangeable, as the TCP/IP connec-
tion is not model-specific. This method works by having the
virtual and physical robotic arms communicate with cartesian
coordinates, alongside direct movement commands. Notably,
when connecting using the libraries involved in this method,
the backend server is not involved.

Alternatively, to integrate the backend server, the usage of a
TCP/IP connection is also integrated into the DT system. Users
in the virtual environment are able to choose between selecting
set toolpaths or specific coordinates through a UI. The server
recognizes when inputs are made, and sends them to the UR
robot. A key benefit of this is allowing for dynamically choos-
ing multiple toolpaths, however further work is needed to pro-
vide unique benefits from backend server integration. Imple-
menting an Al system that runs on the server and is able to give
insight between the physical and virtual system would be an
ideal addition.

The multi-user functionality of the VR application is a core
feature, enabling multiple users to access and interact with the
DT simultaneously. The application is designed to manage and
synchronize multiple user inputs, ensuring that each user expe-
riences consistent interactions and views the same virtual en-
vironment state. The package used for multi-user networking
is known as FisuNET. The Unity3D application used the default
server authoritative functions involved within the package. This
approach allows only the host machine to connect to the robotic

arm, and have all users having an accurate representation of
the robotic arm. In particular, the VR application uses TCP for
connection to the physical UR machine and back-end, while us-
ing UDP for multiuser interaction. Although UDP is superior in
speed and bandwidth, TCP is still used due to its superiority in
maintaining connections and guaranteeing files being reliably
delivered.

To enhance the VR experience, custom VR controls and user
interface elements are integrated within Unity3D. These con-
trols allow users to interact with the virtual robotic arm, adjust
viewpoints, and explore the VR environment with intuitive nav-
igation options. Unity3D’s VR capabilities are customized to
allow users to engage with the environment in a way that closely
resembles real-life interactions, such as adjusting the position
of the English wheel or observing the deformation process from
different angles. The user interface is optimized for VR, ensur-
ing that buttons, display elements, and interaction cues are eas-
ily accessible and do not obstruct the experience.

Performance optimization is a priority in developing the VR
application to ensure smooth multi-user functionality and re-
sponsive interactions. Real-time data updates and multi-user in-
teractions place a significant load on system resources, espe-
cially within VR. To address this, Unity3D’s rendering settings
and VR parameters are fine-tuned to balance visual quality and
processing demands. These optimizations allow the application
to handle high data loads, maintaining a stable frame rate and
minimizing latency, which is essential for preserving the im-
mersive experience, particularly in a multi-user setup. In par-
ticular, there is an option for shadows alongside all sources of
lighting to be removed. Instead, color lighting is used, and ob-
jects are lit up by a default color (white) - removing the need
for lighting calculations.

In summary, the VR application in Unity3D combines de-
tailed modeling, real-time animation, multiple users, and op-
timizations to create an immersive and responsive DT envi-
ronment. By utilizing custom VR controls that have the same
functionality as controller or keyboard input [27], secure multi-
user management, and performance-enhancing techniques, the
application provides a collaborative platform where users can
explore and interact with manufacturing processes in a virtual
setting. This Unity3D-based VR application is central to the
DT framework, enabling practical, immersive interactions that
support Industry 4.0’s goals of enhanced visualization, training,
and operational insight.

6. Implementation Challenges and Solutions

The development of the framework described in this paper in-
volved numerous technical challenges. Each of these challenges
required specific solutions to ensure the framework’s respon-
siveness, accuracy, and security, enabling it to meet the rigorous
demands of industrial applications in Industry 4.0.

A major challenge was achieving real-time data synchro-
nization between the physical robotic arm and its DT within the
VR environment. Maintaining precise, low-latency communi-
cation was essential to ensure that the virtual model responded
accurately and instantly to changes in the physical system, al-
lowing users to interact seamlessly with the DT. To overcome
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this, the backend was optimized to prioritize efficient data flow,
implementing the Real-Time Data Exchange (RTDE) mecha-
nism. Additionally, Unity3D scripts were refined to handle in-
coming data more effectively, ensuring that updates to the vir-
tual model occurred in real-time. These optimizations enabled
the system to achieve the level of synchronization necessary for
an immersive and interactive user experience.

Another significant challenge lay in optimizing performance
within the VR environment, which needed to accommodate
high-fidelity CAD models and process continuous real-time
data updates for multiple users. The computational demands of
rendering detailed 3D models, particularly when multiple users
interact simultaneously, posed a risk to the system’s frame rate
and overall responsiveness. To address this, several optimiza-
tion techniques were employed in Unity3D, including mesh
simplification and data downsampling. As discussed in Section
4, the amount of data points used to represent the metal sheet
was reduced significantly. This allows for better performance,
without impairing visual fidelity.

Ensuring secure multi-user functionality presented another
challenge, as the system had to support multiple simultaneous
users while maintaining data integrity and preventing unau-
thorized access. To manage this, a two-factor authentication
(TOTP) system was implemented, requiring an authenticated
user to be logged in for the backend to allow sending and receiv-
ing data. HTTP session management was also added to track
user activity securely, allowing only authenticated users to in-
teract with the DT. These security measures prevented unau-
thorized access and preserved the integrity of user interactions
within the shared VR space. By managing multi-user access se-
curely, the framework supports collaborative experiences, en-
abling multiple users to observe and interact with the DT in a
controlled, protected environment.

Deploying the DT system to a public IP address was dif-
ficult and remains a potential problem for future cybersecurity
concerns. Initially, the CI/CD pipeline uploaded everything into
Google Cloud where it would be hosted on servers provided by
Google. This allowed for quick and easy iteration, as authorized
users from any location would be able to upload and download
data without the need for self-hosting. The system ran into is-
sues when it came to performance and storage. This system uses
the free tier provided by Google Cloud, and as a result, HTTP
requests were relatively slow. Many cloud providers, such as
Google, offer better connectivity and computing resources for
higher paid tiers. Future work could analyze self-hosting an ef-
ficient, private DT server.

In summary, the development of the DT framework in
Unity3D required addressing multiple implementation chal-
lenges to ensure real-time performance, secure multi-user ac-
cess, and reliable synchronization. By implementing direct
RTDE, optimizing VR rendering, establishing robust security
protocols, and incorporating error-handling mechanisms, the
framework achieved the high level of stability, accuracy, and
user experience necessary for engaging, industrial-scale appli-
cations in Industry 4.0.

7. Performance, Results and Benchmarks

This section outlines the results of testing the DT framework,
with a focus on performance metrics crucial to its operation as
a real-time, multi-user VR system. In the context of this pa-
per, performance refers to the time taken to execute commands
(such as processing) and network latency (measured in millisec-
onds). It does not refer to the accuracy of the DT system.

7.1. The importance of consistent performance benchmarking

Benchmarking provides a standardized method to evaluate per-
formance across key metrics such as latency, throughput, frame
rate, and resource utilization. Without rigorous benchmarking,
there may be issues with visualization, accuracy, and perfor-
mance. Establishing robust benchmarking frameworks is essen-
tial for assessing the trade-offs between model precision and
computational overhead, enabling engineers to optimize perfor-
mance while maintaining the reliability of the DT.

However, benchmarking DT systems presents unique chal-
lenges due to their highly dynamic and complex nature. Un-
like traditional software applications, DTs often integrate di-
verse components, including IoT devices, cloud infrastructure,
Al-driven analytics, and physics-based simulations, each with
distinct performance characteristics and requirements. The vari-
ability in data sources, update frequencies, and computational
demands complicates the creation of standardized benchmarks.
Additionally, DTs often operate in distributed environments
where network latency and bandwidth constraints impact over-
all system performance. In practice, this makes identifying per-
formance bottlenecks difficult.

The lack of universally accepted benchmarking methodolo-
gies further exacerbates the difficulty, making it challenging to
compare different implementations and ensure consistent per-
formance evaluations. These factors necessitate a more nuanced
approach to benchmarking that accounts for the unique con-
straints and complexities of DT ecosystems, as well as the ben-
efits and deficits of individual additions.

There’s also an issue with the lack of a clear indicator of
what constitutes an acceptable level of performance in DT sys-
tems. This is due to the unique requirements of each DT sys-
tem, as well as a lack of unified standards. For example, when it
comes to frames per second (fps) measurements for the VR ap-
plication, 30 or 60 fps is the common industry standard across
interactive media such as video games. However, according to
[28] 120 fps seems to be an important threshold for VR applica-
tions for comfort and user experience. When it comes to latency,
there are many different requirements for systems made by de-
velopers. When analyzing the impact of latency in the context
of searching, [29] found that 1000ms can be a noticeable limit
for users. Thus, this is an area where user testing and qualitative
data gathering (such as surveys) would be able to help create the
shape of a high-quality set of requirements.

With these limitations in mind, the upcoming sections de-
scribe different methods of processing information and sharing
files. It highlights the benefits and downsides of different ap-
proaches and comments on avenues of future work. Section 7.2
analyzes the networking latencies for data transfer and process-
ing. Section 7.3 will discuss methods of benchmarking within
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Table 2: The first two columns represent how long a specific server solution took to take uploaded data and download it to storage. The last column involves how

long a solution took to take uploaded data, process it, and download it to storage.

No processing (320.36 KB file)

No processing (2 MB file)

Processing (2 MB — 512 KB)

Local Server 13 ms upload, 6 ms download

20 ms upload, 58 ms download

20 ms upload, 454 ms processing, 6 ms download

Google Cloud Server | 361 ms upload, 111 ms download

484 ms upload, 446 ms download

484 ms upload, 500 ms processing, 471 ms download

the Unity3d engine, performance gaps in this solution and time
taken to display data sets.

7.2. Benchmarking backend HTTP requests

To benchmark the speed of HTTP requests from the server
to clients, PosTMaN is used to measure the speed of requests.
This will compare the uploads and downloads speeds. The lo-
cal server as well as the GooGLE cLoup server will be tested.
Three different files will be used. One 320.36kb .csv file that
doesn’t need processing, a 2mb .csv file, and a 2mb file that is
processed down to 512kb.

The end benchmark will be a set of numbers representing
how long it took for a particular server instance to finish upload-
ing, downloading, and processing. Averages were taken from 5
POST requests of each type, and rounded up. For this bench-
mark, the hardware running the local server is an Alienware
X14 gaming laptop operating on Windows 11. Another device
connects to the laptop through an Ethernet/USB C interface. Ta-
ble 2 compares processing speeds between methods and hard-
ware.

Even though a GoogLE Croup solution allows for greater
flexibility as well as easier setup, the performance it provides
is lacking. In the context of the VR application, this means that
there is an additional amount of latency that is added and true
real-time synchronization will be harder to achieve. This limi-
tation may be acceptable, as the system could still provide high-
quality visualization for multiple users. This issue also extends
to processing a 2mb file to 512kb. Currently, the local server
is the fastest, however it has downsides. The biggest one, by
far, is the custom networking involved in making it work. To
make remote connections this paper implements SSH tunnel-
ing, which can be a point of friction, and a point of insecurity.
There is also the fact that many factories and Universities have
their own rules around networking and IT infrastructure, requir-
ing more security protocols compared to a simple Google Cloud
instance. Even in the free tier, Google Cloud supports authenti-
cation methods that offer solutions to these problems.

7.3. Benchmarking Sheet Visualization in VR.

Unity3D has a profiler for benchmarking. Developers are able
to use a GUI and analyze specific function calls and render-
ing jobs, and see how long they take. By clicking a specific
time slice, every computational process is listed, alongside how
long they took. The screenshots alongside the function diagnos-
tics are listed below. This feature exists in other game Engines,
such as Unreal Engine and Gazebo. The logic discussed here
applies to those. A corresponds to reading in a processed and
non-sampled sheet (9630 rows), B represents another processed
and half-sampled sheet (4815 rows), and textbfC corresponds to
reading in a processed and quarter-sampled sheet (2409 rows).

The data from this benchmark comes from a set of time series
data collected from the physical system [14].

Screenshots of the sheet with different sampling methods are
displayed in Figure 9. A screenshot of the profiler is displayed
in Figure 10.

Figure 9: Base sheet with different processing applied: A) Unprocessed sheet,
B) Half-sampled sheet, C) Quarter-sampled sheet.

Figure 10: Screenshot of the profiler. a) Sheet data read in with a spike corre-
sponding to the data read, b) Duration taken to run the function.

This is useful for benchmarking short bursts of code, how-
ever, it suffers when trying to analyze longer periods of opera-
tion. By default, Unity3D stores the statistics of 300 frames (5
seconds). The amount of frames stored could be increased, but
this creates a performance overhead as more frames have their
information stored. As a result, this paper also implements cus-
tom stopwatch time tracking to track longer-term performance.
This is done by setting a timer whenever a function begins, end-
ing it when the function is finished, and sending the information
to a log file. Despite the fact that this method has more perfor-
mance overhead, it allows for easier storage and understanding
of long-term performance.
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For future work, the instantiation script used to visualize the
points from a .csv file requires a rewrite. The profiler displays
the garbage collector called a significant amount of times (over
69,000 times when trying to read in 2408 rows). This is seen in
Figure 10, where users are able to Other optimization methods,
such as OBJECT POOLING and HEAP MANAGEMENT under Unity could
prove useful for the application.

To increase the speed of visualizing large datasets, a poten-
tial solution is the addition of pausing functions and changing
thread priority. By pausing all functions of the DT, and then
having all computing power solely dedicated to the initial pop-
ulation of metal sheet data, perhaps the results could be faster.

8. Conclusion and Future Work

In conclusion, this paper presents a flexible DT framework
designed to integrate real-time data from physical industrial
processes into a multi-user VR environment. By combining a
high-performance backend system, optimized data flow man-
agement, and advanced VR rendering in Unity3D, this frame-
work addresses the unique challenges of developing an immer-
sive and interactive DT for Industry 4.0 applications.

As DT technology continues to evolve, its role in Industry
4.0 will be emphasized, encompassing broader applications and
more sophisticated simulations. Ultimately, DTs provide a scal-
able, adaptable opportunity that embodies the core goals of In-
dustry 4.0. This paper adds to the literature by creating a DT
server that is able to automatically test and deploy itself, process
data, and host multiple users in a secure environment. While
this is a strong start and furthers the work of DTs in the realm
of software, future work remains to be done.

Benchmarking and performance comparison remains an area
that is not adequately addressed in common discussions of dis-
tributed task systems. Due to the unique goals and requirements
of each DT system, the creation of a consistent set of standards
will be exceptionally challenging. To address this issue, a po-
tential solution involves authors discussing trade-offs and limi-
tations with their proposed solutions as well as discuss their per-
formance requirements. By doing so, future systems can iden-
tify performance gaps and establish standards based on shared
objectives and program architectures. Automated performance
metric collection can also support maintenance efforts, enabling
the identification and correction of measurable drops in perfor-
mance.

In the realm of cybersecurity, authentication and error han-
dling have the potential to be significantly enhanced. Currently,
only TOTP and a basic username/password system are used for
login. Future work could include packet analysis could be used
to analyze and confirm data integrity, alongside making sure no
data is modified in transit. The login system could be revamped
with high-quality security questions and other authentication
methods besides TOTP. Encryption could also be implemented
for communication of data. End-to-end encryption could also
be used for secure communications, especially for transferring
sensitive information.

One promising area for future work is the further integra-
tion of bidirectional data flow between the virtual and physical
systems. Currently, the DT only has bidirectional operation for

movement of the robotic arm and unidirectional visualization
of the metal sheet. Future work would involve further English
wheel integration (such as being able to synchronize upper and
lower wheel positions) and the integration of artificial intelli-
gence (Al). To solve the English Wheel integration issue, the
usage of IoT sensors could be used to measure specific English
wheel physical features and map them into the DT. Al integra-
tion would take much more time. Al and further time series
data analysis provide a suite of benefits, with one of the most
important being the ability to identify performance reductions,
manufacturing uncertainties and smaller errors that would be
difficult to catch otherwise.

The current web frontend offers basic security and file trans-
fer, allowing limited DT interaction for non-programmers. This
allows subject matter experts—who may not have deep pro-
gramming skills—to interact with the DT system in a limited
manner. Future work would include bringing the VR applica-
tion to mobile devices, web browsers - alongside a ”viewport”
function that allows unskilled users to see through the eyes of
technical users. There also needs to be a qualitative analysis
done on how beneficial the web frontend is for low-code devel-
opment. Ideally, stakeholders and developers can use the web
application in lieu of code, but an actual detailed case study on
how it helps is lacking. Because DT systems are so technical,
there exists a barrier to usage. Future work could find ways to
bridge this gap and allow more people to interact with these
systems.

In terms of qualitative and qualitative analysis, the usage of
software-agnostic frameworks such as this allow for the same
backend to be used in multiple programs. Future work can find
ways to visualize the same data in different settings, and mea-
sure performance and stakeholder/developer preferences. [19]
provides a framework for comparing two separate DT solution
software suites, and future work could expand upon this with
more data and in a more specific use case.

The framework separates VR visualization from data storage
and processing, allowing dedicated resources and modular ex-
tensions—Ilike isolated storage, security, and Al processing—to
scale horizontally and reduce resource contention. For example,
future work could implement machines dedicated solely to run-
ning Al models and separate other computationally-intensive
tasks from visualization or interaction logic.

Enhancing the system’s multi-user capabilities is also a
key area for development. Currently, the DT supports multi-
user interaction, but scaling this functionality to support larger
teams across distributed locations would make it suitable for
broader collaborative applications. Future work includes ex-
ploring cloud-based architectures or distributed network sys-
tems. There also could be further qualitative analysis on use
cases, such as utilizing this DT for training, remote trou-
bleshooting, and collaborative planning. Improved user man-
agement features, such as role-based access control, could also
be implemented to ensure data security and provide tailored ex-
periences for different types of users.

For the VR application, asset localization (The process of
precisely placing models into virtual environments where they
correspond to physical environments) [20] remains an impor-
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tant next step of DT realism. Currently, 3D models are loaded
into preset areas rather than dynamically placed into the world.
Future work could analyze metadata during upload, allowing
for accurate placement. Further development of application
physics would greatly enhance the fidelity and immersion of
the VR experience. While the current system accurately visual-
izes movement and basic deformations, incorporating advanced
physics modeling, such as material properties, and advanced
stress analysis, would create a more accurate representation of
complex processes. For example, material deformation could be
simulated with greater precision, making the DT more suitable
for process testing and validation. The current DT system does
not implement physics or collision detection, and this addition
would assist in its versatility.

To address these limitations, future work will focus on gath-
ering qualitative feedback from users and developers to ana-
lyze non-functional requirements and impacts of performance
degradation in terms of both latency and FPS. This feedback
will also find areas where further system flexibility is needed,
allowing for further customization. The addition of Al to help
decision-making will be an important milestone from the DT,
and will be done through analyzing the underlying mathemat-
ical functions behind sheet deformation, as well as integrating
historical time series data.
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